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NVMeÊ A-11b Track Speakers

Chris Petersen Chander Chadha
Jonmichael 

Hands
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NVMeÊ Agenda

Hyperscale Challenges and NVMe Solutions

NVMe for Data Center Enterprise Needs

NVMe Client Implementations

Q&A
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NVM Express® Sponsored Track for Flash Memory Summit 2018

Track Title Speakers

N
V
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e
-1

0
1
-1 8/7/18

8:30-9:35

NVM Express: NVM Express roadmaps and market data for NVMe, NVMe-

oF, and NVMe-MI - what you need to know for the next year.  

Janene Ellefson, Micron

J Metz, Cisco

Amber Huffman, Intel

David Allen, Seagate

8/7/18

9:45-10:50

NVMe architectures for in Hyperscale Data Centers, Enterprise Data 

Centers, and in the Client and Laptop space.

Janene Ellefson, Micron

Chris Peterson, Facebook

Chander Chadha, Toshiba

Jonmichael Hands, Intel
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e
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0
2
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3:40-4:45

8/7/18

NVMe Drivers and Software:  This session will cover the software and 

drivers required for NVMe-MI, NVMe, NVMe-oF and support from the top 

operating systems.

Uma Parepalli, Cavium

Austin Bolen, Dell EMC

Myron Loewen, Intel

Lee Prewitt, Microsoft

Suds Jain, VMware

David Minturn, Intel

James Harris, Intel

4:55-6:00

8/7/18

NVMe-oF Transports:  We will cover for NVMe over Fibre Channel, NVMe 

over RDMA, and NVMe over TCP.

Brandon Hoff, Emulex

Fazil Osman, Broadcom

J Metz, Cisco

Curt Beckmann, Brocade

Praveen Midha, Marvell
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e
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1
-1

8/8/18

8:30-9:35

NVMe-oF Enterprise Arrays:  NVMe-oF and NVMe is improving the 

performance of classic storage arrays, a multi-billion dollar market.

Brandon Hoff, Emulex

Michael Peppers, NetApp

Clod Barrera, IBM

Fred Night, NetApp

Brent Yardley, IBM

8/8/18

9:45-10:50

NVMe-oF Appliances:   We will discuss solutions that deliver high-

performance and low-latency NVMe storage to automated orchestration-

managed clouds.

Jeremy Werner, Toshiba

Manoj Wadekar, eBay

Kamal Hyder, Toshiba

Nishant Lodha, Marvell

Yaniv Romem, CTO, 

Excelero
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-2

0
2
-1 8/8/18

3:20-4:25

NVMe-oF JBOFs:  Replacing DAS storage with Composable Infrastructure 

(disaggregated storage), based on JBOFs as the storage target. 

Bryan Cowger,

Kazan Networks

Praveen Midha, Marvell

Fazil Osman, Broadcom

8/8/18

4:40-6:45

Testing and Interoperability:  This session will cover testing for 

Conformance, Interoperability, Resilience/error injection testing to ensure 

interoperable solutions base on NVM Express solutions.

Brandon Hoff, Emulex

Tim Sheehan, IOL

Mark Jones, FCIA

Jason Rusch, Viavi

Nick Kriczky, Teledyne
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Follow NVMeÊ

nvmexpress.org @NVMExpress
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Chris Petersen, Facebook

Hyperscale Challenges and NVMe® Solutions



7

Hyperscale use cases

Boot and Log Databases Cache

Å OS boot drive

Å OS and application logs

Å Content caching

Å Object caching

Å Indexing
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Where do Hyperscalers use flash today?

M.2s
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M.2 Carriers
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Hyperscale NVM Characteristics and Challenges

Important:

Å Scalable & Flexible

Å High volume & Low cost

Å Power & Thermal Efficiency

Å Hot-swappable & Serviceable

Å Performance per TB & Quality of 

Service

Less important:

Å Backwards compatible

Å Support for non-NVM media

Å Maximum density

Å Peak peformance (peak IOPs/BW)
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Hyperscale Efficiency

Å Limited airflow and power is 

available in datacenters

Å Temperature increase across 

servers is large (delta T)

Å OPEX matters

Power and thermal efficiency are critical

NVMe-MIÊ enables effective thermal management!
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Scalable Performance
IOPs scales with capacity

NVMe SSDs

SATA SSDs

*Basic assumptions: 4TB SSDs @ 300k 4k IOPs and 600k IOPs SATA limitation
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Scalable Performance
NVMeÊ I/O Determinism

NVM Set 1

NVM Set 2

NVM Set 3

NVM Set 4
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Scalable Performance
NVMeÊ I/O Determinism
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Scalable Performance
NVMeÊ provides fabric connectivity

Compute client

A

Storage server

NVMe SSD
NVMe SSD

NVMe SSD
NVMe SSD

NVMe SSD
NVMe SSD

NVMe SSD
NVMe SSD

PCIe

Compute client
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Compute client
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Compute client

D

NVMe over Fabrics or TCP

NVM 

Set A

NVM 

Set B

NVM 
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NVMe SSD
NVMe SSD

NVMe SSD
NVMe SSD

NVM 

Set D
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Hyperscale NVM Characteristics and Challenges

Important:

Å Scalable & Flexible

Å High volume & Low cost

Å Power & Thermal Efficiency

Å Hot-swappable & Serviceable

Å Performance per TB & Quality of 

Service

Less important:

Å Backwards compatible

Å Support for non-NVM media

Å Maximum density

Å Peak peformance (peak IOPs/BW)

There may be many challenges, but innovative, standardized solutions 

are the key to scaling for the future!
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NVMeÊ for Enterprise Datacenters Needs
Chander Chadha, Toshiba
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Enterprise Datacenter needs from storage

Scale Performance Pooling

Disaggregated

QoS Data 

Integrity

Fault 
Tolerance




