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5.14.1.9 NVM Command Set Specific Log Page Identifiers 

This section describes NVM Command Set Specific log pages. 

 

5.14.1.9.1 Reservation Notification (Log Identifier 80h) 

A Reservation Notification log page is created whenever an unmasked reservation notification occurs on 
any namespace that is attached to the controller. The Get Log Page command returns a data buffer 
containing a log page corresponding to a single reservation notification. The format of the log page is 
defined in Figure 103. This log page is global to the controller. 

 

Figure 103: Get Log Page – Reservation Notification Log 

Bytes Description 

07:00 

Log Page Count: This is a 64-bit incrementing Reservation Notification log page count, indicating 

a unique identifier for this notification. The count starts at 0h following a controller reset, is 
incremented with each unique log entry, and rolls over to zero when the maximum count is reached 
and a log page is created. A value of 0h indicates an empty log entry. 

08 

Reservation Notification Log Page Type: This field indicates the Reservation Notification type 

described by this log page. 
 

Value Definition 

0 

 

 

Empty Log Page: Get Log Page command was 
processed when no unread Reservation Notification 
log pages were available. All the fields of an empty 
log page shall have a value of zero. 

1 Registration Preempted 

2 Reservation Released 

3 Reservation Preempted 

255:4 Reserved 

  

09 

Number of Available Log Pages: This field indicates the number of additional available 

Reservation Notification log pages (i.e., the number of unread log pages not counting this one). If 
there are more than 255 additional available log pages, then a value of 255 is returned. A value of 
zero indicates that there are no additional available log pages. 

11:10 Reserved 

15:12 
Namespace ID: This field indicates the namespace ID of the namespace associated with the 

Reservation Notification described by this log page. 

63:16 Reserved 

 

5.14.1.9.2 Sanitize Status (Log Identifier 81h) 

The Sanitize Status log page is used to report sanitize operation time estimates and information about the 
most recent sanitize operation (refer to section 8.15). The Get Log Page command returns a data buffer 
containing a log page formatted as defined in Figure 104. This log page is global to the NVM subsystem 
and shall be retained across power cycles and resets. This log page shall contain valid data whenever 
CSTS.RDY is set to ‘1’. 

If the Sanitize Capabilities field in Identify Controller is not cleared to zero (i.e., the Sanitize command is 
supported), then this log page shall be supported.  If the Sanitize Capabilities field in Identify Controller is 
cleared to zero, then this log page is reserved. 
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Figure 104: Get Log Page – Sanitize Status Log 

Bytes Description 

01:00 

Sanitize Progress (SPROG): This field indicates the fraction complete of the sanitize 

operation. The value is a numerator of the fraction complete that has 65,536 (10000h) as its 
denominator. This value shall be set to FFFFh if the SSTAT field is not set to 010b. 

03:02 

Sanitize Status (SSTAT): This field indicates the status associated with the most recent 

sanitize operation. 
 
Bits 15:9 are reserved. 
 
Bit 8 (Global Data Erased) if set to ‘1’ then non-volatile storage in the NVM subsystem has 
not been written to: 

a) since being manufactured and the NVM subsystem has never been sanitized; or 
b) since the most recent successful sanitize operation. 

If cleared to ‘0’, then non-volatile storage in the NVM subsystem has been written to: 
a) since being manufactured and the NVM subsystem has never been sanitized; or 
b) since the most recent successful sanitize operation of the NVM subsystem. 

 
Bits 7:3 contains the number of completed passes if the most recent sanitize operation was 
an Overwrite. This field shall be cleared to 00000b if the most recent sanitize operation was 
not an Overwrite. 
 
Bits 2:0 contains the status of the most recent sanitize operation as shown below. 
 

Value Definition 

000b The NVM subsystem has never been sanitized. 

001b The most recent sanitize operation completed successfully. 

010b A sanitize operation is currently in progress. 

011b The most recent sanitize operation failed. 

100b-111b Reserved 

     

07:04 

Sanitize Command Dword 10 Information (SCDW10): This field contains the value of the 

Command Dword 10 field of the Sanitize command that started the sanitize operation 
whose status is reported in the SSTAT field. Refer to Figure 178. 

11:08 Estimated Time For Overwrite: This field indicates the number of seconds required to 

complete an Overwrite sanitize operation with 16 passes in the background (refer to section 
5.24).  A value of 0h indicates that the sanitize operation is expected to be completed in the 
background when the Sanitize command that started that operation is completed. A value of 
FFFFFFFFh indicates that no time period is reported.  

15:12 Estimated Time For Block Erase: This field indicates the number of seconds required to 

complete a Block Erase sanitize operation in the background (refer to section 5.24). A value 
of 0h indicates that the sanitize operation is expected to be completed in the background 
when the Sanitize command that started that operation is completed. A value of FFFFFFFFh 
indicates that no time period is reported.  

19:16 Estimated Time For Crypto Erase: This field indicates the number of seconds required to 

complete a Crypto Erase sanitize operation in the background (refer to section 5.24). A value 
of 0h indicates that the sanitize operation is expected to be completed in the background 
when the Sanitize command that started that operation is completed. A value of FFFFFFFFh 
indicates that no time period is reported.  

511:20 Reserved 
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Figure 115: Identify – LBA Format Data Structure, NVM Command Set Specific 

Bits Description 

31:26 Reserved 

25:24 

Relative Performance (RP): This field indicates the relative performance of the LBA format 

indicated relative to other LBA formats supported by the controller.  Depending on the size of the 
LBA and associated metadata, there may be performance implications.  The performance 
analysis is based on better performance on a queue depth 32 with 4KB read workload.  The 
meanings of the values indicated are included in the following table. 
 

Value Definition 

00b Best performance 

01b Better performance 

10b Good performance 

11b Degraded performance 
 

23:16 

LBA Data Size (LBADS): This field indicates the LBA data size supported.  The value is reported 
in terms of a power of two (2^n).  A value smaller than 9 (i.e. 512 bytes) is not supported.  If the 
value reported is 0h then the LBA format is not supported / used or is not currently available. 

15:00 

Metadata Size (MS):  This field indicates the number of metadata bytes provided per LBA based 

on the LBA Data Size indicated.  If there is no metadata supported, then this field shall be cleared 
to 00h. 
 
If metadata is supported, then the namespace may support the metadata being transferred as 
part of an extended data LBA or as part of a separate contiguous buffer.  If end-to-end data 
protection is enabled, then the first eight bytes or last eight bytes of the metadata is the protection 
information. 
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Bit Description 

08 

Protection Information Location (PIL): If set to ‘1’ and protection information is enabled, then 

protection information is transferred as the first eight bytes of metadata.  If cleared to ‘0’ and 
protection information is enabled, then protection information is transferred as the last eight bytes 
of metadata.  This setting is reported in the Formatted LBA Size field of the Identify Namespace 
data structure. 

07:05 

Protection Information (PI): This field specifies whether end-to-end data protection is enabled 

and the type of protection information.  The values for this field have the following meanings: 
 

Value Definition 

000b Protection information is not enabled 

001b Protection information is enabled, Type 1 

010b Protection information is enabled, Type 2 

011b Protection information is enabled, Type 3 

100b – 111b Reserved 

 
When end-to-end data protected is enabled, the host shall specify the appropriate protection 
information in the Read, Write, or Compare commands.   

04 

Metadata Settings (MSET): This field is set to ‘1’ if the metadata is transferred as part of an 

extended data LBA.  This field is cleared to ‘0’ if the metadata is transferred as part of a separate 
buffer.  The metadata may include protection information, based on the Protection Information (PI) 
field.  If the Metadata Size for the LBA Format selected is 0h, then this field is not applicable. 

03:00 

LBA Format (LBAF): This field specifies the LBA format to apply to the NVM media.  This 

corresponds to the LBA formats indicated in the Identify command, refer to Figure 114 and Figure 
115.  Only supported LBA formats shall be selected.   

 

5.23.1 Command Completion 

A completion queue entry is posted to the Admin Completion Queue when the NVM media format is 
complete.  Format NVM command specific status values are defined in Figure 177. 

 

Figure 177: Format NVM – Command Specific Status Values 

Value Description 

Ah Invalid Format: The format specified is invalid.  This may be due to various conditions, including:  

1) specifying an invalid LBA Format number, or 
2) enabling protection information when there is not sufficient metadata per LBA 
3) the specified format is not available in the current configuration, or 
4) invalid security state (refer to TCG SIIS), etc. 

 

5.24 Sanitize command – NVM Command Set Specific 

The Sanitize command is used to start a sanitize operation or to recover from a previously failed sanitize 
operation. The sanitize operation types that may be supported are Block Erase, Crypto Erase, and 
Overwrite. All sanitize operations are processed in the background (i.e., completion of the Sanitize 
command does not indicate completion of the sanitize operation). Refer to section 8.15 for details on the 
sanitize operation.  
 
When a sanitize operation starts on any controller, all controllers in the NVM subsystem: 

 Shall clear any outstanding Sanitize Operation Completed asynchronous event; 

 Shall update the Sanitize Status log (refer to section 5.14.1.9.2); 

 Shall abort any command (submitted or in progress) not allowed during a sanitize operation with a 
status of Sanitize In Progress (refer to section 8.15.1); 

 Should suspend power management activities; and 

 Shall release stream identifiers for any open streams. 
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Figure 178: Sanitize – Command Dword 10 

Bit Description 

31:10 Reserved 

09 

No Deallocate After Sanitize: If set to ‘1’ then the controller shall not deallocate any logical blocks 

as a result of successfully completing the sanitize operation. If cleared to ‘0’, then the controller 
should deallocate logical blocks as a result of successfullly completing the sanitize operation. This 
bit shall be ignored if the Sanitize Action field is set to 001b (i.e., Exit Failure Mode).  

08 

Overwrite Invert Pattern Between Passes (OIPBP): If set to ‘1’, then the Overwrite Pattern shall 

be inverted between passes. If cleared to ‘0’, then the overwrite pattern shall not be inverted 
between passes. This bit shall be ignored unless the Sanitize Action field is set to 011b (i.e., 
Overwrite). 

07:04 

Overwrite Pass Count (OWPASS): This field specifies the number of overwrite passes (i.e., how 

many times the media is to be overwritten) using the data from the Overwrite Pattern field of this 
command. A value of 0 specifies 16 overwrite passes. This field shall be ignored unless the 
Sanitize Action field is set to 011b (i.e., Overwrite). 

03 

Allow Unrestricted Sanitize Exit  (AUSE): If set to ‘1’, then the sanitize operation is performed 

in unrestricted completion mode. If cleared to ‘0’ then the sanitize operation is performed in 
restricted completion mode. This bit shall be ignored if the Sanitize Action field is set to 001b (i.e., 
Exit Failure Mode).  

02:00 

Sanitize Action (SANACT): This field specifies the sanitize action to perform.  

 

Value Description 

000b Reserved 

001b Exit Failure Mode 

010b Start a Block Erase sanitize operation 

011b Start an Overwrite sanitize operation 

100b Start a Crypto Erase sanitize operation 

101b – 111b Reserved 
 

 

Figure 179: Sanitize – Command Dword 11 

Bit Description 

31:00 

Overwrite Pattern (OVRPAT): This field is ignored unless the Sanitize Action field in Command 

Dword 10 is set to 011b (i.e., Overwrite). This field specifies a 32-bit pattern that is used for the 
Overwrite sanitize operation. Refer to section 8.15.  

 

5.24.1 Command Completion 

When the command is complete, the controller shall post a completion queue entry to the Admin Completion 
Queue indicating the status for the command. All sanitize operations are performed in the background (i.e., 
completion of the Sanitize command does not indicate completion of the sanitize operation). If a sanitize 
operation is started, then the Sanitize Status log page shall be updated before posting the completion queue 
entry for the command that started that sanitize operation. Sanitize command specific status values are 
defined in Figure 180. 

 

Figure 180: Sanitize – Command Specific Status Values 

Value Description 

10h 
Firmware Activation Requires NVM Subsystem Reset: The sanitize operation could not be 

started because a firmware activation is pending. 

 

5.25 Security Receive command – NVM Command Set Specific 

The Security Receive command transfers the status and data result of one or more Security Send 
commands that were previously submitted to the controller.   
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Figure 284: Telemetry Log Example – Data Area 2 Populated 

 

 

 

8.15 Sanitize Operations (Optional) 

A sanitize operation alters all user data in the NVM subsystem such that recovery of any previous user data 
from any cache, the non-volatile media, or any Controller Memory Buffer is not possible. It is implementation 
specific whether Submission Queues and Completion Queues within a Controller Memory Buffer are altered 
by a sanitize operation; all other data stored in all Controller Memory Buffers is altered by a sanitize 
operation. If a portion of the user data was not altered and the sanitize operation completed successfully, 
then the NVM subsystem shall ensure permanent inaccessibility of that portion of the user data for any 
future use within the NVM subsystem (e.g., retrieval from NVM media, caches, or any Controller Memory 
Buffer) and permanent inaccessibility of that portion of the user data via any interface to the NVM 
subsystem, including management interfaces such as NVMe-MI.   
 
The scope of a sanitize operation is all locations in the NVM subsystem that are able to contain user data, 
including caches and unallocated or deallocated areas of the media. Sanitize operations do not affect the 
Replay Protected Memory Block, boot partitions, or other media and caches that do not contain user data. 
A sanitize operation also may alter log pages as necessary (e.g., to prevent derivation of user data from 
log page information). Once a sanitize operation is started, it cannot be aborted and continues after a 
Controller Level Reset including across power cycles. 
 
The Sanitize command (refer to section 5.24) is used to start a sanitize operation or to recover from a 
previously failed sanitize operation. All sanitize operations are performed in the background (i.e., 
completion of the Sanitize command does not indicate completion of the sanitize operation). The 
completion of a sanitize operation is indicated in the Sanitize Status log page, and with the Sanitize 
Operation Completed asynchronous event (if an Asynchronous Event Request Command is outstanding). 
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 Support at least one of the following sanitize operation types: Block Erase, Overwrite, or Crypto 
Erase; and 

 Indicate support for all supported sanitize operation types in the Sanitize Capabilities field in the 
Identify Controller data structure. 

 

8.15.1 Command Restrictions 

While performing a sanitize operation and while a failed sanitize operation has occurred but successful 
recovery from that failure has not occurred, all enabled controllers and namespaces in the NVM 
subsystem are restricted to performing only a limited set of actions.  
 
While a sanitize operation is in progress: 

 All controllers in the NVM subsystem shall only process the Admin commands listed in Figure 287 
subject to the additional restrictions stated in that figure; 

 All I/O Commands shall be aborted with a status of Sanitize In Progress; and 

 Any command or command option that is not explicitly permitted in Figure 287 shall be aborted 
with a status of Sanitize in Progress if fetched by any controller in the NVM subsystem. 

 
While a failed sanitize operation has occurred, a subsequent sanitize operation has not started and 
successful recovery from the failed sanitize operation has not occurred: 

 All controllers in the NVM subsystem shall only process the Sanitize command (refer to section 
5.24) and the Admin commands listed in Figure 287 subject to the additional restrictions noted in 
that figure; 

 All I/O Commands are shall be aborted with a status of Sanitize Failed; 

 The Sanitize command is permitted with action restrictions (refer to section 5.24); and  

 Aside from the Sanitize command, any other command or command option that is not explicitly 
permitted in Figure 287 shall be aborted with a status of Sanitize Failed if fetched by any 
controller in the NVM subsystem. 

 



NVM Express 1.3 

 

271

Figure 287: Sanitize Operations – Admin Commands Allowed 

Admin Command Additional Restrictions 

Abort  

Asynchronous Event Request  

Create I/O Completion Queue  

Create I/O Submission Queue  

Delete I/O Completion Queue  

Delete I/O Submission Queue  

Get Features  

Get Log Page 

The log pages allowed are listed below. 
 

Log Pages Additional Restrictions 

Error Information Return zeros in the LBA field. 

SMART / Health Information  

Changed Namespace List  

Reservation Notification  

Sanitize Status  
 

Identify  

Keep Alive  

Set Features  

Opcode 7Fh 

The Fabric Commands allowed are listed below. Refer to the NVMe 
over Fabrics specification. 
 

Fabrics Commands Additional Restrictions 

Property Set  

Connect  

Property Get  

Authentication Send  

Authentication Receive  

Vendor Specific 
Commands are allowed that do not 
affect or retrieve user data. 

 

Vendor Specific Commands are allowed that do not affect or retrieve user data. 
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9 Directives 

Directives is a mechanism to enable host and NVM subsystem or controller information exchange. The 
Directive Receive command is used to transfer data related to a specific Directive Type from the controller 
to the host. The Directive Send command is used to transfer data related to a specific Directive Type from 
the host to the controller. Other commands may include a Directive Specific value specific for a given 
Directive Type (e.g., the Write command in the NVM command set).  

Support for Directives is optional and is indicated in the Optional Admin Command Support (OACS) field in 
the Identify Controller data structure. 

If a controller supports Directives, then the controller shall: 

 Indicate support for Directives in the Optional Admin Command Support (OACS) field in the 
Identify Controller data structure; 

 Support the Directive Receive command;  

 Support the Directive Send command; and 

 Support the Identify Directive (i.e., Type 00h). 

The Directive Types that may be supported by a controller (refer to Figure 288) are the Identify Directive 
(refer to section 9.2), and the Streams Directive (refer to section 9.3). The Directive Specific field and 
Directive Operation field are dependent on the Directive Type specified in the command (e.g., Directive 
Send, Directive Receive, or I/O command). 

 

Figure 288: Directive Types 

Directive Directive Type Value Definition I/O Command Directive 

Identify 00h Section 9.2 No 

Streams 01h Section 9.3 Yes 

 

If a Directive is not supported or is supported and disabled, then all Directive Send commands and Directive 
Receive commands with that Directive Type shall be aborted with a status of Invalid Field in Command. 

Support for a specific directive type is indicated using the Return Parameters operation of the Identify 
Directive. A specific directive may be enabled or disabled using the Enable operation of the Identify 
Directive. Before using a specific directive, the host should determine if that directive is supported and 
should enable that directive using the Identify Directive. 

 

9.1 Directive Use in I/O Commands 

I/O Command Directives are the subset of Directive Types that may be used as part of I/O commands. For 
example, a Write command in the NVM command set may specify a Directive Type and an associated 
Directive Specific value. I/O Command Directives shall have a Directive Type value that is less than or 
equal to 0Fh due to the size of the Directive Type field in I/O commands. When a Directive Type is specified 
in an I/O command, the upper four bits are assumed to be zero. A Directive Type of 00h in an I/O command 
specifies that the I/O command is not using Directives. 

The only I/O command that supports use of directives in this version of this specification is the Write 
command.  

In an I/O command, if the Directive Type (DTYPE) field is set to an I/O Command Directive, then the 
Directive Specific (DSPEC) field includes additional information for the associated I/O command (refer to 
Figure 289).  
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Figure 289: Directive Specific Field Interpretation 

Directive Type Value Directive Specific Field Definition 

00h (Directives not in use) Field not used. 

01h (Streams) Specifies the identifier of the stream associated with the data.  

02h – 0Fh Reserved 

 

In an I/O command: 

 if no I/O Command Directive is enabled or the DTYPE field is cleared to 00h, then the DTYPE 
field and the DSPEC field are ignored; and  

 if one or more I/O Command Directives is enabled and the DTYPE field is set to a value that is 
not supported or not enabled, then the controller shall abort the command with a status of Invalid 
Field in Command. 

For the Streams Directive (i.e., DTYPE field set to 01h), if the DSPEC field is cleared to 0000h in a Write 
command, then that Write command shall be processed as a normal write operation (i.e., as if DTYPE field 
is cleared to 00h). 

 

9.2 Identify (Directive Type 00h) 

The Identify Directive is used to determine the Directive Types that the controller supports and to enable 
use of the supported Directives. If Directives are supported, then this Directive Type shall be supported.  

The Directive operations that shall be supported for the Identify Directive are listed in Figure 290. 

 

Figure 290: Identify Directive – Directive Operations 

Directive Command Directive Operation Name Directive Operation Value Definition 

Directive Receive 
Return Parameters 01h Section 9.2.1.1 

Reserved All others  

Directive Send 
Enable Directive 01h Section 9.2.2.1 

Reserved All others  

 

9.2.1 Directive Receive 

This section defines operations used with the Directive Receive command for the Identify Directive. 

 

9.2.1.1 Return Parameters (Directive Operation 01h) 

This operation returns a data structure that contains a bit vector specifying the Directive Types supported 
by the controller and a bit vector specifying the Directive Types enabled for the namespace. The data 
structure returned is defined in Figure 291. If an NSID value of FFFFFFFFh is specified, then then the 
controller shall abort the command with a status of Invalid Field in Command. The DSPEC field in command 
Dword 11 is not used for this operation. 
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Figure 291: Identify Directive – Return Parameters Data Structure 

Bytes Bit Description 

 Directives Supported 

31:00 

255:02 Reserved 

01 
Streams Directive: This bit is set to 1b if the Streams Directive is supported. This bit is 

cleared to 0b if the Streams Directive is not supported. 

00 
Identify Directive: This bit shall be set to 1b to indicate that the Identify Directive is 

supported. 

 Directives Enabled 

63:32 

255:02 Reserved 

01 
Streams Directive: This bit is set to 1b if the Streams Directive is enabled. This bit is 

cleared to 0b if the Streams Directive is not enabled. 

00 
Identify Directive: This bit shall be set to 1b to indicate that the Identify Directive is 

enabled. 

4095:64 n/a Reserved 

 

9.2.2 Directive Send 

This section defines operations used with the Directive Send command for the Identify Directive. 

 

9.2.2.1 Enable Directive (Directive Operation 01h) 

The Enable Directive operation is used to enable a specific Directive for use within a namespace by all 
controllers that are associated with the same Host Identifier. The DSPEC field in command Dword 11 is not 
used for this operation. The Identify Directive is always enabled. The enable state of each Directive on each 
shared namespace attached to enabled controllers associated with the same non-zero Host Identifier is the 
same. If an NSID value of FFFFFFFFh is specified, then the Enable Directive operation applies to the NVM 
subsystem (i.e., all namespaces and all controllers associated with the NVM subsystem). On an NVM 
Subsystem Reset, all Directives other than the Identify Directive are disabled for the entire NVM subsystem. 
On any other type of Controller Level Reset:  

 all Directives other than the Identify Directive are disabled for that controller; and 

 if there is an enabled controller associated with the Host Identifier for the controller that was reset, 
then for namespaces attached to enabled controllers associated with that Host Identifier, 
Directives are not disabled. 

If a host sets the Host Identifier of a controller to the same non-zero Host Identifier as one or more other 
controllers in the NVM subsystem, then setting that Host Identifier shall result in each shared namespace 
attached to that controller having the same enable state for each Directive as the enable state for each 
Directive for that namespace attached to other controllers associated with that Host Identifier. 

If a host enables a controller that has the same non-zero Host Identifier as one or more other controllers in 
the NVM subsystem, then enabling that controller shall result in each shared namespace attached to that 
controller having the same enable state for each Directive as the enable state for each Directive for that 
namespace attached to other controllers associated with that Host Identifier. 

For all controllers in an NVM subsystem that have the same non-zero Host Identifier, if a host changes the 
enable state of any Directive for a shared namespace attached to a controller, then that change shall be 
made to the enable state of that Directive for that namespace attached to any other controller associated 
with that Host Identifier. 
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Figure 292: Enable Directive – Command Dword 12 

Bit Description 

31:16 Reserved 

15:08 

Directive Type (DTYPE): This field specifies the Directive Type to enable or disable. If this field 

specifies the Identify Directive (i.e., 00h), then a status of Invalid Field in Command shall be 
returned. 

07:01 Reserved 

00 

Enable Directive (ENDIR): If set to ‘1’ and the Directive Type is supported, then the Directive is 

enabled. If cleared to ‘0’, then the Directive is disabled. If this field is set to ‘1’ for a Directive that 
is not supported, then a status of Invalid Field in Command shall be returned. 

 

9.3 Streams (Directive Type 01h, Optional) 

The Streams Directive enables the host to indicate (i.e., by using the stream identifier) to the controller that 
the specified logical blocks in a write command are part of one group of associated data. This information 
may be used by the controller to store related data in associated locations or for other performance 
enhancements.  

The controller provides information in response to the Return Parameters operation about the configuration 
of the controller that indicates Stream Write Size, Stream Granularity Size, and stream resources at the 
NVM subsystem and namespace levels. 

Data that is aligned to and in multiples of the Stream Write Size (SWS) provides optimal performance of 
the write commands to the controller. The Stream Granularity Size indicates the size of the media that is 
prepared as a unit for future allocation for write commands and is a multiple of the Stream Write Size. The 
controller may allocate and group together a stream in Stream Granularity Size (SGS) units. Refer to Figure 
293. 

 

Figure 293: Directive Streams – Stream Alignment and Granularity 

 

 

If the host issues a Dataset Management command to deallocate logical blocks that are associated with a 
stream, it should specify a starting LBA and length that is aligned to and in multiples of the Stream 
Granularity Size. This provides optimal performance and endurance of the media. 

Stream resources are the resources in the NVM subsystem that are necessary to track operations 
associated with a specified stream identifier. There are a maximum number of stream resources that are 
available in an NVM subsystem as indicated by the Max Stream Limit (MSL) field in the Return Parameters 
data structure. Stream resources may be allocated for the exclusive use of a specified namespace 
associated with a particular Host Identifier using the Allocate Resources operation. Stream resources that 
are not allocated for the exclusive use of any namespace are available NVM subsystem stream resources 
as reported in NVM Subsystem Streams Available (NSSA) and may be used by any namespace that has 
the Streams Directive enabled and has not been allocated exclusive stream resources in response to an 
Allocate Resources operation. As stream resources are allocated for the exclusive use of a specified 
namespace, the available NVM subsystem stream resources reported in the NSSA field are reduced.  
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The Directive operations that shall be supported if the Streams Directive is supported are listed in Figure 
294. The Directive Specific field in a command is referred to as the stream identifier when the Directive 
Type field is set to the Streams Directive. 

 

Figure 294: Streams – Directive Operations 

Directive Command 
Directive Operation 

Name 
Directive Operation Value Definition 

Directive Receive 

Return Parameters 01h Section 9.3.1.1 

Get Status 02h Section 9.3.1.2 

Allocate Resources 03h Section 9.3.1.3 

Reserved All others  

Directive Send 

Release Identifier 01h Section 9.3.2.1 

Release Resources 02h Section 9.3.2.2 

Reserved All others  

 

Stream identifiers are assigned by the host and may be in the range 0001h to FFFFh. The host may specify 
a sparse set of stream identifiers (i.e., there is no requirement for the host to use Stream Identifiers in any 
particular order).  

The host may be accessing a namespace through multiple controllers in the NVM subsystem. The 
controllers in an NVM subsystem distinguish if the stream identifier has the same meaning for a particular 
namespace by the Host Identifier. If more than one Host Identifier has the same non-zero value, then that 
value represents a single host that is accessing the namespace through multiple controllers and the stream 
identifier is used across controllers to access the same stream on the namespace. If a Host Identifier is 
zero or has a unique value, then that value represents a unique host that is accessing the namespace and 
the stream identifier does not have the same meaning for a particular namespace. 

The controller(s) recognized by the NVM subsystem as being associated with a specific host and attached 
to a specific namespace either: 

 utilizes a number of stream resources allocated for exclusive use of that namespace as returned 
in response to an Allocate Resources operation; or 

 utilizes resources from the NVM subsystem stream resources.  

The value of Namespace Streams Allocated (NSA) indicates how many resources for individual stream 
identifiers have been allocated for exclusive use of the specified namespace by the associated controllers. 
This indicates the maximum number of stream identifiers that may be open at any given time in the specified 
namespace by the associated controllers. To request a different number of resources than are currently 
allocated for exclusive use by the associated controllers of a specific namespace, all currently allocated 
resources are first required to be released using the Release Resources operation. There is no mechanism 
to incrementally increase or decrease the number of allocated resources for a given namespace. 

Streams are opened by the controller when the host issues a write command that specifies a stream 
identifier that is not currently open. While a stream is open the controller maintains context for that stream 
(e.g., buffers for associated data). The host may determine the streams that are open using the Get Status 
operation.  

For a namespace that has a non-zero value of Namespace Streams Allocated (NSA), if the host submits a 
write command specifying a stream identifier not currently in use and stream resources are exhausted, then 
an arbitrary stream identifier for that namespace is released by the controller to free the stream resources 
associated with that stream identifier for the new stream. The host may ensure the number of open streams 
does not exceed the allocated stream resources for the namespace by explicitly releasing stream identifiers 
as necessary using the Release Identifier operation. 

For a namespace that has zero namespace streams allocated, if the host submits a write command 
specifying a stream identifier not currently in use and: 
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 NVM subsystem streams available are exhausted, then an arbitrary stream identifier for an 
arbitrary namespace that is using NVM subsystem stream resources is released by the NVM 
subsystem to free the stream resources associated with that stream identifier for the new stream; 
or 

 all NVM subsystem stream resources have been allocated for exclusive use of specific 
namespaces, then the write command is treated as a normal write command that does not 
specify a stream identifier. 

The host determines parameters associated with stream resources using the Return Parameters operation. 
The host may get a list of open stream identifiers using the Get Status operation. 

If the Streams Directive becomes disabled, then all stream resources and stream identifiers are released 
for the affected namespace. If the host issues a Format NVM command, or deletes a namespace, then all 
stream identifiers for all open streams for affected namespaces are released.  

Streams Directive defines the command specific status values specified in Figure 295.  

 

Figure 295: Streams Directive – Command Specific Status Values 

Value Description 

7Fh 
Stream Resource Allocation Failed: The controller was not able to allocate stream resources 

for exclusive use of the specified namespace and no NVM subsystem stream resources are 
available. 

 

9.3.1 Directive Receive 

This section defines operations used with the Directive Receive command for the Streams Directive. 

 

9.3.1.1 Return Parameters (Directive Operation 01h) 

The Return Parameter operation returns a data structure that specifies the features and capabilities 
supported by the Streams Directive, including namespace specific values. The DSPEC field in command 
Dword 11 is not used for this operation. The data structure returned is defined in Figure 296. If an NSID 
value of FFFFFFFFh is specified then the controller returns the NVM subsystem specific values, may 
return any namespace specific values that are the same for all namespaces (e.g., SWS), and clears all 
other namespace specific fields to zero. 
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Figure 296: Streams Directive– Return Parameters Data Structure 

Bytes Description 

 NVM Subsystem Specific Fields 

1:0 

Max Streams Limit (MSL): This field indicates the maximum number of concurrently open 

streams that the NVM subsystem supports. This field returns the same value independent of 
specified namespace. 

3:2 

NVM Subsystem Streams Available (NSSA): This field indicates the number of NVM subsystem 

stream resources available. These are the stream resources that are not allocated for the 
exclusive use of any specific namespace. This field returns the same value independent of 
specified namespace. 

5:4 

NVM Subsystem Streams Open (NSSO): This field indicates the number of open streams in the 

NVM subsystem that are not associated with a namespace with allocated stream resources. This 
field returns the same value independent of specified namespace. 

15:6 Reserved 

 Namespace Specific Fields 

19:16 

Stream Write Size (SWS): This field indicates the alignment and size of the optimal stream write 

as a number of logical blocks for this namespace. The size indicated should be less than or equal 
to Maximum Data Transfer Size (MDTS) that is specified in units of minimum memory page size. 

SWS may change if the namespace is reformatted with a different LBA format. If the NSID value 
is set to FFFFFFFFh then this field may be cleared to 0h if a single logical block size cannot be 
indicated. 

21:20 

Stream Granularity Size (SGS): This field indicates the stream granularity size for this 

namespace in Stream Write Size (SWS) units. If the NSID value is set to FFFFFFFFh then this 
field may be cleared to 0h. 

23:22 

Namespace Streams Allocated (NSA): This field indicates the number of stream resources 

allocated for exclusive use with this namespace. If this value is non-zero, then the namespace 
may have up to NSA number of concurrently open streams. If this field is cleared to zero, then no 
stream resources are currently allocated to this namespace and the namespace may have up to 
NSSA number of concurrently open streams.  

25:24 

Namespace Streams Open (NSO): This field indicates the number of open streams in the 

namespace. This field is cleared to zero if no stream resources are currently allocated to this 
namespace. 

31:26 Reserved 

  

9.3.1.2 Get Status (Directive Operation 02h) 

The Get Status operation returns information about the status of currently open streams for the specified 
namespace. The DSPEC field in command Dword 11 is not used for this operation. If an NSID value of 
FFFFFFFFh is specified then the controller shall return information about the status of currently open 
streams for the NVM subsystem that are not associated with any namespace that has allocated stream 
resources for its exclusive use.  

Stream Identifier 1 (i.e., returned at offset 03:02) contains the value of the open stream of lowest numerical 
value. Each subsequent field contains the value of the next numerically greater stream identifier of an open 
stream. 

The data structure returned is defined in Figure 297. All fields are specific to the namespace specified.  
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Figure 297: Streams Directive – Get Status Data Structure 

Bytes Description 

01:00 Open Stream Count: This field specifies the number of streams that are currently open. 

03:02 
Stream Identifier 1: This field specifies the stream identifier of the first (numerically lowest) open 

stream. 

05:04 Stream Identifier 2: This field specifies the stream identifier of the second open stream. 

… … 

131071: 
131070 

Stream Identifier 65535: This field specifies the stream identifier of the 65535 open stream. 

 

9.3.1.3 Allocate Resources (Directive Operation 03h) 

The Allocate Resources operation indicates the number of streams that the host requests for the exclusive 
use of the specified namespace. The DSPEC field in command Dword 11 is not used for this operation. 
The operation returns the number of streams allocated in Dword 0 of the completion queue entry. The value 
allocated may be less than or equal to the number requested. The allocated resources shall be reflected in 
the Namespace Streams Allocated field of the Return Parameters data structure. 

If the controller is unable to allocate any stream resources for the exclusive use of this namespace, the 
controller shall: 

 return a status value of Stream Resource Allocation Failed; or 

 if NVM subsystem stream resources are available, then set NSA to 0000h in the completion 
queue entry to indicate that the host may use stream resources from the NVM subsystem for this 
namespace.  

If the namespace already has been allocated streams resources for its exclusive use, the controller shall 
return a status value of Invalid Field in Command. To allocate additional streams resources, the host should 
release resources and then request a complete set of resources. 

No data transfer occurs. 

 

Figure 298: Allocate Resources – Command Dword 12 

Bit Description 

31:16 Reserved 

15:00 
Namespace Streams Requested (NSR): This field specifies the number of stream resources the 

host is requesting be allocated for exclusive use by the namespace specified. 

 

Figure 299: Allocate Resources – Dword 0 of command completion queue entry 

Bit Description 

31:16 Reserved 

15:00 

Namespace Streams Allocated (NSA): This field indicates the number of streams resources that 

have been allocated for exclusive use by the namespace specified. The allocated resources are 
available to all controllers associated with that host. 

 

9.3.2 Directive Send  

This section defines operations used with the Directive Send command for the Streams Directive. 

 

9.3.2.1 Release Identifier (Directive Operation 01h) 

The Release Identifier operation specifies that the stream identifier specified in the DSPEC field in 
command Dword 11 is no longer in use by the host. Specifically, if the host uses the stream identifier in a 
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future operation then it is referring to a different stream. If the specified identifier does not correspond to an 
open stream for the specified namespace, then the command completes successfully. If there are stream 
resources allocated for the specified namespace, then the stream resources remain allocated for this 
namespace, and may be re-used in a subsequent write command. If there are no stream resources 
allocated for the specified namespace, then the stream resources are returned to the NVM subsystem 
stream resources for future use by a namespace without allocated stream resources. If an NSID value of 
FFFFFFFFh is specified, then the controller shall abort the command with a status of Invalid Field in 
Command. 

No data transfer occurs. 

 

9.3.2.2 Release Resources (Directive Operation 02h) 

The Release Resources operation is used to release all streams resources allocated for the namespace 
attached to all controllers associated with the same non-zero Host Identifier of the controller that processed 
the operation. On successful completion of this command, the allocated stream resources are cleared to 
0h for the specified namespace. If this command is issued when no streams resources are allocated for the 
namespace, the command shall complete successfully. 

No data transfer occurs. 
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10 Error Reporting and Recovery 

10.1 Command and Queue Error Handling 

In the case of serious error conditions, like Completion Queue Invalid, the operation of the associated 
Submission Queue or Completion Queue may be compromised.  In this case, host software should delete 
the associated Completion Queue and/or Submission Queue.  The delete of a Submission Queue aborts 
all outstanding commands, and deletion of either queue type releases resources associated with that 
queue.  Host software should recreate the Completion Queue and/or Submission Queue to then continue 
with operation.   

In the case of serious error conditions for Admin commands, the entire controller should be reset using a 
Controller Level Reset.  The entire controller should also be reset if a completion is not received for the 
deletion of a Submission Queue or Completion Queue. 

For most command errors, there is not an issue with the Submission Queue and/or Completion Queue 
itself.  Thus, host software and the controller should continue to process commands.  It is at the discretion 
of host software whether to retry the failed command; the Retry bit in the Completion Queue Entry indicates 
whether a retry of the failed command may succeed.   

 

10.2 Media and Data Error Handling 

In the event that the requested operation could not be performed to the NVM media, the particular command 
is completed with a media error indicating the type of failure using the appropriate status code.  

If a read error occurs during the processing of a command, (e.g. End-to-end Guard Check Error, 
Unrecovered Read Error), the controller may either stop the DMA transfer into the memory or transfer the 
erroneous data to the memory. The host shall ignore the data in the memory locations for commands that 
complete with such error conditions. 

If a write error occurs during the processing of a command, (e.g., an internal error, End-to-end Guard Check 
Error, End-to-end Application Tag Check Error), the controller may either stop or complete the DMA 
transfer.  If the write size is less than or equal to the Atomic Write Unit Power Fail size, then subsequent 
reads for the associated logical blocks shall return data from the previous successful write operation.  If the 
write size is larger than the Atomic Write Unit Power Fail size, then subsequent reads for the associated 
logical blocks may return data from the previous successful write operation or this failed write operation. 

Based on the value of the Limited Retry bit, the controller may apply all available error recovery means to 
complete the command.  

 

10.3 Memory Error Handling 

Memory errors such as target abort, master abort, and parity may cause the controller to stop processing 
the currently executing command.  These are serious errors that cannot be recovered from without host 
software intervention. 

A master/target abort error occurs when host software has given a pointer to the host controller that does 
not exist in memory.  When this occurs, the host controller aborts the command with a Data Transfer Error 
status code. 

 

10.4 Internal Controller Error Handling 

Errors such as a DRAM failure or power loss notification indicate that a controller level failure has occurred 
during the processing of a command. The status code of the completion queue entry should indicate an 
Internal Error status code (if multiple error conditions exist, the lowest numerical value is returned). Host 
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software shall ignore any data transfer associated with the command. The host may choose to re-submit 
the command or indicate an error to the higher level software. 

 

10.5 Controller Fatal Status Condition 

If the controller has a serious error condition and is unable to communicate with host software via 
completion queue entries in the Admin or I/O Completion Queues, then the controller may set the Controller 
Fatal Status (CSTS.CFS) field to ‘1’.  This indicates to host software that a serious error condition has 
occurred.  When this condition occurs, host software should reset and then re-initialize the controller.   

The Controller Fatal Status condition is not indicated with an interrupt.  If host software experiences timeout 
conditions and/or repeated errors, then host software should consult the Controller Fatal Status 
(CSTS.CFS) field to determine if a more serious error has occurred. 

 


