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Revision History 

Revision Date Change Description 

2019-10-02 Initial version 

2019-10-11 
Incorporated comments from Yoni Shternhell, Fred Knight, and Lee Prewitt: 
adding the word ‘optimal’ in several places, make 0=’not reported’, adding ‘if 
reduced performance is not desired’ 

2019-10-23 
Incorporated comments from Judy Brock: move the bulk of the text to a new 
subsection, change the name of the field, and make the text fit the style of 
the current document better. 

2019-10-31 

Collapsed the requirements to apply to all commands. 

Moved the text requirements to the SGL section of the main spec. 

2019-12-19 Fine tuning of the wording based on comments from David Black 

2020-01-16 
Ready for member review by updating to 2020.  Editorial change to SDT 
field. In 4.4, changed ‘shall be equal to’ to ‘shall be less than or equal to’. 

2021-02-24 Integrated into the NVMe Base Specification. 

2021-02-25 
Accepted all changes, removed comments, and converted all 
references/cross-references to text. 

 

Description for NVMe 1.4 Changes Document 

Define a backward-compatible optional threshold for any single command for the number of SGL Data 
Block descriptors and SGL Bit Bucket descriptors that have a non-zero length. 

Description of Specification Changes 
Black text is unchanged from NVMe 1.4 
Red strikethru is to be deleted 
Blue underscore is new text to be added 
<Green text is an editor’s note, not to be included in the specification> 
  

Define a backward-compatible optional threshold for any single command for the number of SGL 
Data Block Descriptors and SGL Bit Bucket Descriptors that have a non-zero length. 
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<ed note: add text to section 4.4 > 
 
4.4 Scatter Gather List (SGL) 
 
A Scatter Gather List (SGL) is a data structure in memory address space used to describe a data buffer. The 
controller indicates the SGL types that the controller supports in the Identify Controller data structure. A data buffer is 
either a source buffer or a destination buffer. An SGL contains one or more SGL segments. The total length of the 
Data Block and Bit Bucket descriptors in an SGL shall be equal to or exceed the amount of data required by the 
number of logical blocks transferred. 
 
An SGL segment is a qword aligned data structure in a contiguous region of physical memory describing all, part of, 
or none of a data buffer and the next SGL segment, if any. An SGL segment consists of an array of one or more SGL 
descriptors. Only the last descriptor in an SGL segment may be an SGL Segment descriptor or an SGL Last Segment 
descriptor. 
 
A last SGL segment is an SGL segment that does not contain an SGL Segment descriptor, or an SGL Last Segment 
descriptor. 
 
A controller may support byte or dword alignment and granularity of Data Blocks. If a controller supports only dword 
alignment and granularity as indicated in the SGL Support field of the Identify Controller data structure (refer to Figure 
247), then the values in the Address and Length fields of all Data Block descriptors shall have their lower two bits 
cleared to 00b. This requirement applies to Data Block descriptors that indicate data and/or metadata memory 
regions. 
 
The SGL Descriptor Threshold (SDT) field in the Identify Controller data structure (refer to Figure 247) indicates the 
recommended maximum number of SGL descriptors for a command. If the SDT field is set to a non-zero value and a 
command is submitted for which the sum of: 

a) the number of SGL Bit Bucket descriptors with non-zero Length field contents; and 
b) the number of SGL Data Block descriptors with non-zero Length field contents, 

exceeds the value of the SDT field, then the performance of the controller may be reduced.  
 
The value of the SDT field shall be less than or equal to the value of the Maximum SGL Data Block Descriptors field 
(MSDBD) field in the Identify Controller data structure (refer to the NVMe over Fabrics specification for the definition 
of the MSDBD field). 

 
<ed note: “Maximum SGL Data Block Descriptors (MSDBD): This field indicates the maximum number of SGL Data 
Block or Keyed SGL Data Block descriptors that a host is allowed to place in a capsule.” > 
 
A Keyed SGL Data Block descriptor is a Data Block descriptor that includes a key that is used as part of the host 
memory access. The maximum length that may be specified in a Keyed SGL Data Block descriptor is (16 MiB – 1). 
 

A Transport SGL Data Block descriptor is a Data Block descriptor that specifies a data block that is 
transferred by the NVMe Transport using a transfer mechanism and data buffers that are specific to the 
NVMe Transport.  
 
The SGL Identifier Descriptor Sub Type field may indicate additional information about a descriptor. As an 
example, the Sub Type may indicate that the Address field is an offset rather than an absolute address. 
The Sub Type may also indicate NVMe Transport specific information.  
 
The controller shall abort a command if:  
• an SGL segment contains an SGL Segment descriptor or an SGL Last Segment descriptor in other 

than the last descriptor in the segment;  
• a last SGL segment contains an SGL Segment descriptor, or an SGL Last Segment descriptor;  
• an SGL descriptor has an unsupported format; or  
• an SGL Data Block descriptor contains Address or Length fields with either of the two lower bits set to 

1b and the controller supports only dword alignment and granularity as indicated in the SGL Support 
field of the Identify Controller data structure. Refer to Figure 247.  

 
Figure 110 defines the SGL segment.  
…. 
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Make the following change to section 5.15.2.2 Identify Controller data structure (CNS 01h) 
 

 
 

Figure 247 - Identify - Identify Controller Data Structure 

Bytes O/M 1 Description 

Controller Capabilities and Features 

539:536 O 
SGL Support (SGLS): This field indicates if SGLs are supported for the NVM command 
Set and the particular SGL types supported. Refer to section 4.4. 
 

Bits Description 

… 
 

… 
 

15:08 

SGL Descriptor Threshold (SDT):  This field indicates the 
recommended maximum number of SGL descriptors in a command 
(refer to section 4.4). If this field is cleared to 0h, then no recommended 
maximum number of SGL descriptors is reported. 
 

… 
 
… 
 

 

 


