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Defines a new feature called Directives.  Defines a Directive Send command and Directive Receive command and related concepts (which also map to specific same-named fields) Directive, Directive Type, and Directive Operation.

Defines two initial directive types: Identify Directive type and Streams Directive type. 

Directive Type Streams provides a mechanism for the application to indicate to the device that the specified logical blocks are part of one stream. This information may be used by the device for media allocation techniques (for example, to reduce the Write Amplification Factor by enabling the device to free all media associated with a stream together) or other performance related enhancements.

The update to 008a clarifies:
· table 9.1_1 row for 00h;
· response of Identify Directive with NSID FFFFFFFFh;
· changed “resource” to “resources” in 9.3;
· wording in 5.7, 9.1, 9.2, 9.2.1.1, 9.2.2.1, 9.3.1.1, 9.3.1.2, and 9.3.1.3;
· change “Directive Streams” to “Streams Directive” in multiple places;
· wording of bytes 23:22 of Streams Directive Return Parameter Data Structure;
· what resources are released in 9.3.2.1;
· wording in table 33;
· changed “specify” to “indicate” in table 9.2.1.1_1;
· added “or deletes a namespace” in 9.3;
· [bookmark: _GoBack]added “exclusive use of” in figure 9.3_2. 




	Revision Date
	Change Description

	Sept 14, 2015
	Initial version 

	Oct 7, 2015
	Changed Stream Identifiers to be per namespace.
Changed Max Streams Limit (MSL) to indicate the maximum number of concurrently opened streams in the NVM subsystem rather than in the controller.
Moved Optimal Stream Write Size (OSWS) and Stream Granularity Size (SGS) into Identify Namespace data structure. 
Added language to indicate OSWS may differ between namespaces and may change if a namespace is reformatted with a different LBA format.
Extended Max Data Transfer Size (MDTS) field definition to state that it should be an integer multiple of Optimal Stream Write Size (OSWS).
Added new field Namespace Max Streams Limit (NMSL) to Identify Namespace data structure.
Clarified Accelerated Background Operation Imminent Asynchronous Event, Streams Log Page is now namespace-based.
Clarified the state of Open Streams and Streams Log Page content when Format NVM is issued  depending on Format NVM parameters.
Max Streams Limit (MSL) no longer zero-based value and increased in size to 4 bytes.
References to “stream granularity sized blocks” changed to “stream granularity sized units”.
Namespace Max Streams Limit (NMSL) no longer zero-based value.
Stream Control (SC) value of 00b in the Streams Control command changed to mean “Reserved” rather than “Ignored”.
Various editorial changes.

	Oct 14, 2015
	(changes requested on 10/08/15 subgroup call):
Deleted Generic Command Status Value 15h (Stream Not Open).
Created two new Command Specific Status Values: Maximum Stream Count Reached (1Fh) and Stream Not Open (20h).
Created new Command Specific Status Value, NVM command Set: Invalid Stream ID (85h).
Clarified that Write Allocation Resources Alert Threshold (WARAT) value should be greater than Minimum Write Allocation Resources (MWAR). 
Modified Accelerated Background Operations Control Action (ABOCA) to be a 2-bit field rather than a byte field.
Various additional editorial changes.

	Oct 29, 2015
	(changes requested on 10/26/2015 conference call):
Modified Accelerated Background Operations Mode (ABOM) to be a 1-bit field rather than a byte field. Modified Accelerated Background Operations Alert (ABOA) to be a 1-bit field rather than a byte field. Added text describing the effect of various types of resets on open streams and stream log info.
Various additional editorial changes.

	Dec 8, 2015
	Removed Streams Control command. Added new Host Directives command. Removed Streams support bit from OACS. Added Host Directives Types support section in Identify Controller.  Removed 8-bit Stream ID field in Write command. Added definitions for Host Directive field and Host Directive Type and support for them in Write command. Added new Invalid Host Directive Type NVM cmd set status value. Added new Invalid Host Directive Type  or Host Directive ID Admin cmd set status value.

	Dec 15, 2015
	Major rewrite. Added Host Directives feature model clause. Significantly revised Host Directives command. Added sections on Host Directive Types, Host Directive Operations. Moved Streams and ABO under the umbrella of Host Directives. Removed all Streams and ABP related fields from Identify Controller and Identify Data structures. Moved Host Directive Type Dependent Status Values (Maximum Stream Count Reached, Stream Not Open, etc) to numerically high value range. Set aside range of reserved Host Directive Type dependent status values.

	Jan 02, 2016
	Eliminated Invalid Stream ID command specific status value. Revised Get Streams Status section. Renamed “Get Parameters”  to “Return Parameters”. Revised Streams Status structure to work for up to 64k entries.  Created new ABO Host Directive Operation (and associated section) called “Return ABO Status” and split out a portion of what was in Return Parameters into the new section (to distinguish parameters from status). Revised and reorganized ABO Host Directive Send section and associated Host Directive operations.  Modified the Accelerated Background Operations support requirements bullet list to be consistent with the Host Directives approach. Many editorial changes.

	Jan 06, 2016
	Added Allocate Streams Resources Directive Operation. Added Release Streams Resources Directive Operation. Added definition of 62h to figure 32. Remove modifications to Figure 98 and Figure 104. Changed NMSL (Namespace Max Streams Limit) to ASR (Allocated Streams Resources).  Corrected Figure STREAMS_DIRECTIVE.STATUS: Directives – Command Specific Status Values:  there were two same-named figures but with different contents; combined into one single figure with the union of the contents of the original two figures. Corrected opcodes for Host Receive/Host Command commands to reflect correct data transfer directions. Changed all occurrences of “host directives” (in all its various forms) to “directives” throughout doc. Removed allocation of streams resources from NS Management create operation. Corrected text to indicate various ABO parameters and status fields are subsystem-based.

	1/12/16
	Separated Directive Receive and Directive Send into section 5. Started re-structuring section 9 for the operations used with Directive Receive.

	1/21/16
	Continued merging Streams content in section 9. Made edits based on 1/14 meeting and mark-up from Judy and Bill.

	1/27/16
	Completed updates for Streams overview / theory of operation. Started updates for Accelerated Background Operations.

	2/5/16
	Continued edits for Accelerated Background Operations and added Stream Collisions.

	2/10/16
	Updates for Accelerated Background Operations. Proposed unification of status codes for Directive and Write commands. Added table of Directive Operations for each Directive Type. Modified overview for Accelerated Background Operations.

	2/17/16
	Changed “Accelerated Background Operations” to “Advanced Background Control”. Updated status values and a few other minor edits.

	3/3/16
	Removed explicit Open operation and changed to implicit Open. Added Enable Directive operation. Started including scope of the Stream Identifier.

	3/9/16
	Retained the Stream Not Open status. Added ability to see the Directive types enabled. Added implicit close capability.

	3/15/16
	Updated scope of Stream Identifier and other minor updates.

	3/23/16
	Added enable for implicit close. Fixed some lowercase/uppercase for Advanced Background Control.

	3/29/16
	Added Event Notification and Event Clear commands. Modified name of Stream operations to not include the word Stream.  Added Write Allocation Resources Target.

	4/6/16
	Modifications to remove optionality on implicit close. This includes removing the Maximum Stream Limit Reached error. Modification of advanced background control thresholds to be 2 bytes and be the numerator of a fraction with 65535 as the denominator.

	4/20/16
	Specified maximum number of Event Notifications that may be outstanding. Made Implicit Close mandatory and changed Close operation to Release Identifier operation. Changed Write Available Resource fields to 0.001%. Various other editorial operations.

	4/26/16
	Introduced host managed and controller managed concept. Other minor editorial updates based on the last review.

	5/10/16
	Removed Stream Collisions.

	6/29/16
	Removed Host managed/Controller managed.

	7/20/16
	Changed resource fields to be 4 bytes and represented as a fraction. Clarified wording for resets to handle multi-path case. Added wording to require setting the Host Identifier if used. Ensured that release appropriately targeted either identifiers or resources to avoid confusion about what is released.

	7/27/16
	Changes to clean up use of close. Changes based on Jonathan’s and Ken’s inputs, including comment tags for open items.

	8/3/16
	Addditional cleanup from meeting and comments from Jonathan and Amber. Modifications to make the ABC reporting extensible.

	8/10/16
	Left changes that were not covered on the conference call as change bar.
Changed ABO Start operation to ABO Perform operation and added requirement to return Command Completion after the operation is performed
Added end ABO when WARMAX is reached
Added Event Type to event notification and event  clear operations with a specification of the type in the associated directive type


	8/10a/16
	Changes to address Jonathan’s comments

	8/16/16
	Editorial changes from Jonathan and Dave Landsman
Two alternatives for effects of reset on event notification

	8/24/16
	Modified to allow use of NVM subsystem stream resources

	8/30/16
	Comments from 8/25 meeting
Comments from David Black
Comments from Amber Huffman
Comments from Ken Okin
Comments from Peter Onufryk

	8/31/16
	Changes from 8/30 conference call
Removed all aspects of ABC and will put these in a new proposal.

	9/1/2016
	Accepted all changes from previous revision and incorporated additional changes from 9/1 conference call.
Moved all errors except Resource allocation error to Invalid Field in Command

	9/1/2016 a
	Accepted changes in 9.1 and option 2 of multi-path/multi-host so that additional changes were easier to see.
Incorporated changes from Fred Knight and Judy Brock on 9//1/2016 version

	9/6/2016
	Updates from conference call
Reverted namespace to 8/3/2016 version
Clarified model for allocated resources and NVM subsystem resources
Changed names of parameters for Streams directive

	9/7/2016
	Accepted all of Amber’s editorial changes
Added three changes based on Amber’s input that were not made in Amber’s proposal

	9/8/2016
	All agreed to changes with the exception of controller level reset on the enable of specific directives.

	9/13/2016
	Agreed to changes accepted and wording from David Black, Kevin Marks, Fred Knight, and Bill Martin for the enable of directives are included.

	9/14/2016
	Editorial changes from Amber
Technical corrections from Naren

	9/15/2016
	Changes made during NVMe conference call
All changes accepted for 30 day member review

	11/2/2016
	Ratified.



 



Description of Specification Changes


Modify a portion of section 1.6 (Definitions) as shown below:


1.6.25 	Directive
A method of host and NVM subsystem or controller information exchange. Information may be transmitted using the Directive Send and Directive Receive commands. A subset of I/O commands may include a Directive Type field and a Directive Specific field to communicate more information that is specific to the associated I/O command. Refer to section 9.


Modify a portion of Figure 90 (Identify – Identify Controller Data Structure) as shown below:

	Admin Command Set Attributes & Optional Controller Capabilities

	257:256
	M
	Optional Admin Command Support (OACS): This field indicates the optional Admin commands and features supported by the controller.  Refer to section 5.

Bits 15:56 are reserved.

Bit 5 if set to ‘1’ then the controller supports Directives. If cleared to ‘0’ then the controller does not support Directives. A controller that supports Directives shall support the Directive Send and Directive Receive commands. Refer to section 9.

Bit 4 if set to ‘1’ then the controller supports the Device Self-test command. If cleared to ‘0’ then the controller does not support the Device Self-test command.

Bit 3 if set to ‘1’ then the controller supports the Namespace Management and Namespace Attachment commands.  If cleared to ‘0’ then the controller does not support the Namespace Management and Namespace Attachment commands.

Bit 2 if set to ‘1’ then the controller supports the Firmware Commit and Firmware Image Download commands.  If cleared to ‘0’ then the controller does not support the Firmware Commit and Firmware Image Download commands.

Bit 1 if set to ‘1’ then the controller supports the Format NVM command.  If cleared to ‘0’ then the controller does not support the Format NVM command.

Bit 0 if set to ‘1’ then the controller supports the Security Send and Security Receive commands.  If cleared to ‘0’ then the controller does not support the Security Send and Security Receive commands.






Modify a portion of Figure 33 (Status Code – Command Specific Status Values) as shown below:

	1Bh
	Thin Provisioning Not Supported
	Namespace Management

	1Ch
	Controller List Invalid
	Namespace Attachment

	1Dh
	Device Self-test In Progress
	Device Self-test

	1Eh
	Boot Partition Write Prohibited
	Firmware Commit

	1Fh – 6Fh
1Fh – 7Fh
	Reserved
	

	  70h – 7Fh
	Directives specificStatus Values
	Refer to section 9.NOTE 2

	80h – BFh
	I/O Command Set Specific
	NOTE 1

	NOTES:
1. The I/O Command Set Specific range in NVMe over Fabrics defines Fabrics command specific status values.
2. The Directives Specific range defines Directives specific status values. Refer to section 9.



[bookmark: _Toc284946857]




Modify a portion of Figure 41 (Opcodes for Admin Commands) as shown below:

	Opcode (07)
	Opcode 
(06:02) 
	Opcode (01:00)
	Opcode2
	O/M1
	Namespace Identifier Used3
	Command

	Generic Command
	Function 
	Data Transfer
	
	
	
	

	0b
	001 01b
	00b
	14h
	O
	Yes
	Device Self-test

	0b
	001 01b
	01b
	15h
	O
	Yes
	Namespace Attachment

	0b
	001 10b
	00b
	18h
	NOTE 5
	No
	Keep Alive

	0b
	001 10b
	01b
	19h
	O
	Yes
	Directive Send

	0b
	001 10b
	10b
	1Ah
	O
	Yes
	Directive Receive




Add section 5.7 and section 5.8 after Delete I/O Submission Queue and prior to Firmware Commit, as shown below:

[bookmark: _Toc433362024][bookmark: Delete_IO_Submission_Queue]5.7 	Directive Receive command
The Directive Receive command returns a data buffer that is dependent on the Directive Type. Refer to section 9.

The Directive Receive command uses the Data Pointer, Command Dword 10, and Command Dword 11 fields. Command Dword 12 and Dword 13 may be used based on the Directive Type field and the Directive Operation field. All other command specific fields are reserved.

If the Number of Dwords (NUMD) field corresponds to a length that is less than the size of the data structure to be returned, then only that specified portion of the data structure is transferred. If the NUMD field corresponds to a length that is greater than the size of the associated data structure, then the entire contents of the data structure are transferred and no additional data is transferred.


Figure 5.7_1: Directive Receive – Data Pointer
	Bit
	Description

	127:00
	Data Pointer (DPTR): This field specifies the start of the data buffer. Refer to Figure 11 for the definition of this field.



Figure 5.7_2: Directive Receive – Command Dword 10
	Bit
	Description

	31:00
	Number of Dwords (NUMD): This field specifies the number of Dwords to transfer. This is a 0’s based value.



Figure 5.7_3: Directive Receive – Command Dword 11
	Bit
	Description

	31:16
	Directive Specific (DSPEC): The interpretation of this field is Directive Type dependent. Refer to section 9.

	15:08
	Directive Type (DTYPE): This field specifies the Directive Type. Refer to Figure 9_1 for the list of Directive Types.

	07:00
	Directive Operation (DOPER): This field specifies the Directive Operation to perform. The interpretation of this field is Directive Type dependent. Refer to section 9.



[bookmark: _Toc433362025]5.7.1 	Command Completion
When the command is completed, the controller posts a completion queue entry to the Admin Completion Queue indicating the status for the command. Command specific status values that may be returned are dependent on the Directive Type, refer to section 9.

5.8 	Directive Send command
The Directive Send command transfers a data buffer that is dependent on the Directive Type to the controller. Refer to section 9.

The Directive Send command uses the Data Pointer, Command Dword 10, and Command Dword 11 fields. Command Dword 12 and Command Dword 13 may be used based on the Directive Type field and the Directive Operation field. All other command specific fields are reserved.



Figure 5.8_1: Directive Send – Data Pointer
	Bit
	Description

	127:00
	Data Pointer (DPTR):  This field specifies the start of the data buffer. Refer to Figure 11 for the definition of this field.



Figure 5.8_2: Directive Send – Command Dword 10
	Bit
	Description

	31:00
	Number of Dwords (NUMD): This field specifies the number of Dwords to transfer. This is a 0’s based value.



Figure 5.8_3: Directive Send – Command Dword 11
	Bit
	Description

	31:16
	Directive Specific (DSPEC): The interpretation of this field is Directive Type dependent. Refer to section 9.

	15:08
	Directive Type (DTYPE): This field specifies the Directive Type. Refer to Figure 9_1 for the list of Directive Types.

	07:00
	Directive Operation (DOPER): This field specifies the Directive Operation to perform.  The interpretation of this field is Directive Type dependent. Refer to section 9.



5.8.1 	Command Completion
When the command is completed, the controller posts a completion queue entry to the Admin Completion Queue indicating the status for the command. Command specific status values that may be returned are dependent on the Directive Type, refer to section 9.


Add section 9 (after Features and before Error Reporting and Recovery) as shown below:

9 Directives

Directives is a mechanism to enable host and NVM subsystem or controller information exchange. The Directive Receive command is used to transfer data related to a specific Directive Type from the controller to the host. The Directive Send command is used to transfer data related to a specific Directive Type from the host to the controller. Other commands may include a Directive Specific value specific for a given Directive Type (e.g., the Write command in the NVM command set). 

Support for Directives is optional and is indicated in the Optional Admin Command Support (OACS) field in the Identify Controller data structure.

If a controller supports Directives, then the controller shall:
· Indicate support for Directives in the Optional Admin Command Support (OACS) field in the Identify Controller data structure;
· Support the Directive Receive command; 
· Support the Directive Send command; and
· Support the Identify Directive (i.e., Type 00h).

The Directive Types that may be supported by a controller (refer to Figure 9_1) are the Identify Directive (refer to section 9.2), and the Streams Directive (refer to section 9.3). The Directive Specific field and Directive Operation field are dependent on the Directive Type specified in the command (e.g., Directive Send, Directive Receive, or I/O command).

Figure 9_1: Directive Types
	Directive
	Directive Type Value
	Definition
	I/O Command Directive

	Identify
	00h
	Section 9.2
	No

	Streams
	01h
	Section 9.3
	Yes



If a Directive is not supported or is supported and disabled, then all Directive Send commands and Directive Receive commands with that Directive Type shall be aborted with a status of Invalid Field in Command.

Support for a specific directive type is indicated using the Return Parameters operation of the Identify Directive. A specific directive may be enabled or disabled using the Enable operation of the Identify Directive. Before using a specific directive, the host should determine if that directive is supported and should enable that directive using the Identify Directive.

9.1	Directive Use in I/O Commands

I/O Command Directives are the subset of Directive Types that may be used as part of I/O commands. For example, a Write command in the NVM command set may specify a Directive Type and an associated Directive Specific value. I/O Command Directives shall have a Directive Type value that is less than or equal to 0Fh due to the size of the Directive Type field in I/O commands. When a Directive Type is specified in an I/O command, the upper four bits are assumed to be zero. A Directive Type of 00h in an I/O command specifies that the I/O command is not using Directives.

The only I/O command that supports use of directives in this version of this specification is the Write command. 

In an I/O command, if the Directive Type (DTYPE) field is set to an I/O Command Directive, then the Directive Specific (DSPEC) field includes additional information for the associated I/O command (refer to Figure 9.1_1). 

Figure 9.1_1: Directive Specific Field Interpretation
	Directive Type Value
	Directive Specific Field Definition

	00h (Directives not in use)
	Specifies that Directives are ignored for this command.Field not used

	01h (Streams)
	Specifies the identifier of the stream associated with the data. 

	02h – 0Fh
	Reserved




In an I/O command:
a) if no I/O Command Directive is enabled or the DTYPE field is cleared to 0h, then the DTYPE field and the DSPEC field are ignored; and 
b) if one or more I/O Command Directives is enabled and the DTYPE field is set to a value that is not supported or not enabled, then the controller shall abort the command with a status of Invalid Field in Command.

For the Streams Directive, if the DTYPE field is set to a non-zero value in a Write command and the DSPEC field is cleared to 0000h, then the Write command shall be processed as a normal write operation (i.e., as if DTYPE is cleared to 00h).


9.2	Identify (Directive Type 00h)

The Identify Directive is used to determine the Directive Types that the controller supports and to enable use of the supported Directives. If Directives are supported, then this Directive Type shall be supported. 

The Directive operations that shall be supported for the Identify Directive are listed in Figure 9.2_1.

Figure 9.2_1: Identify Directive – Directive Operations
	Directive Command
	Directive Operation Name
	Directive Operation Value
	Definition

	Directive Receive
	Return Parameters
	01h
	Section 9.2.1.1

	
	Reserved
	All others
	

	Directive Send
	Enable Directive
	01h
	Section 9.2.2.1

	
	Reserved
	All others
	




9.2.1	Directive Receive 

This section defines operations used with the Directive Receive command for the Identify Directive.

9.2.1.1 	Return Parameters (Directive Operation 01h)

This operation returns a data structure that contains a bit vector specifying the Directive Types supported by the controller and a bit vector specifying the Directive Types enabled for the namespace. The data structure returned is defined in Figure 9.2.1.1_1. If an NSID value of FFFFFFFFh is specified, then then the controller shall abort the command with a status of Invalid Field in Command. The DSPEC field in command Dword 11 is not used for this operation.

Figure 9.2.1.1_1: Identify Directive – Return Parameters Data Structure
	Bytes
	Bit
	Description

	
	Directives Supported

	31:00
	255:02
	Reserved

	
	01
	Streams Directive: This bit is set to 1b if the Streams Directive is supported. This bit is cleared to 0b if the Streams Directive is not supported.

	
	00
	Identify Directive: This bit shall be set to 1b to specifyindicate that the Identify Directive is supported.

	
	Directives Enabled

	63:32
	255:02
	Reserved

	
	01
	Streams Directive: This bit is set to 1b if the Streams Directive is enabled. This bit is cleared to 0b if the Streams Directive is not enabled.

	
	00
	Identify Directive: This bit shall be set to 1b to indicate specify that the Identify Directive is enabled.

	4095:64
	n/a
	Reserved




9.2.2	Directive Send 

This section defines operations used with the Directive Send command for the Identify Directive.


9.2.2.1 	Enable Directive (Directive Operation 01h)

The Enable Directive operation is used to enable a specific Directive for use within a namespace by all controllers that are associated with the same Host Identifier. The DSPEC field in command Dword 11 is not used for this operation. The Identify Directive is always enabled. The enable state of each Directive on each shared namespace attached to enabled controllers associated with the same non-zero Host Identifier is the same. If an NSID value of FFFFFFFFh is specified, then the Enable Directive operation applies to the NVM subsystem (i.e., all namespaces and all controllers associated with the NVM subsystem). On an NVM Subsystem Reset, all Directives other than the Identify Directive are disabled for the entire NVM subsystem. On any other type of Controller Level Reset: 
a) all Directives other than the Identify Directive are disabled for that controller; and
b) if there is an enabled controller associated with the Host Identifier for the controller that was reset, then for namespaces attached to enabled controllers associated with that Host Identifier, Directives are not disabled.

If a host sets the Host Identifier of a controller to the same non-zero Host Identifier as one or more other controllers in the NVM subsystem, then setting that Host Identifier shall result in each shared namespace attached to that controller having the same enable state for each Directive as the enable state for each Directive for that namespace attached to other controllers associated with that Host Identifier.

If a host enables a controller that has the same non-zero Host Identifier as one or more other controllers in the NVM subsystem, then enabling that controller shall result in each shared namespace attached to that controller having the same enable state for each Directive as the enable state for each Directive for that namespace attached to other controllers associated with that Host Identifier.

For all controllers in an NVM subsystem that have the same non-zero Host Identifier, if a host changes the enable state of any Directive for a shared namespace attached to a controller, then that change shall be made to the enable state of that Directive for that namespace attached to any other controller associated with that Host Identifier.


Figure 9.2.2.1_1: Enable Directive – Command Dword 12
	Bit
	Description

	31:16
	Reserved

	15:08
	Directive Type (DTYPE): This field specifies the Directive Type to enable or disable. If this field specifies the Identify Directive (i.e., 00h), then a status of Invalid Field in Command shall be returned.

	07:01
	Reserved

	00
	Enable Directive (ENDIR): If set to ‘1’ and the Directive Type is supported, then the Directive is enabled. If cleared to ‘0’, then the Directive is disabled. If this field is set to ‘1’ for a Directive that is not supported, then a status of Invalid Field in Command shall be returned.



9.3	Streams (Directive Type 01h, Optional)

The Streams Directive enables the host to indicate (i.e., by using the stream identifier) to the controller that the specified logical blocks in a write command are part of one group of associated data. This information may be used by the controller to store related data in associated locations or for other performance enhancements. 

The controller provides information in response to the Return Parameters operation about the configuration of the controller that indicates Stream Write Size, Stream Granularity Size, and stream resources at the NVM subsystem and namespace levels.

Data that is aligned to and in multiples of the Stream Write Size (SWS) provides optimal performance of the write commands to the controller. The Stream Granularity Size indicates the size of the media that is prepared as a unit for future allocation for write commands and is a multiple of the Stream Write Size. The controller may allocate and group together a stream in Stream Granularity Size (SGS) units. Refer to Figure 9.3.1:1_1.

Figure 9.3.1.1_1: Directive Streams – Stream Alignment and Granularity
[image: ]

If the host issues a Dataset Management command to deallocate logical blocks that are associated with a stream, it should specify a starting LBA and length that is aligned to and in multiples of the Stream Granularity Size. This provides optimal performance and endurance of the media.
 
Stream resources are the resources in the NVM subsystem that are necessary to track operations associated with a specified stream identifier. There are a maximum number of stream resources that are available in an NVM subsystem as indicated by the Max Stream Limit (MSL) field in the Return Parameters data structure. Stream resources may be allocated for the exclusive use of a specified namespace associated with a particular Host Identifier using the Allocate Resources operation. Stream resources that are not allocated for the exclusive use of any namespace are available NVM subsystem stream resources as reported in NVM Subsystem Streams Available (NSSA) and may be used by any namespace that has the Streams Directive enabled and has not been allocated exclusive stream resources in response to an Allocate Resources operation. As stream resources are allocated for the exclusive use of a specified namespace, the available NVM subsystem stream resources reported in the NSSA field are reduced. 

The Directive operations that shall be supported if the Streams Directive is supported are listed in Figure 9.3_1. The Directive Specific field in a command is referred to as the stream identifier when the Directive Type field is set to the Streams Directive.

Figure 9.3_1: Streams – Directive Operations
	Directive Command
	Directive Operation Name
	Directive Operation Value
	Definition

	Directive Receive
	Return Parameters
	01h
	Section 9.3.1.1

	
	Get Status
	02h
	Section 9.3.1.2

	
	Allocate Resources
	03h
	Section 9.3.1.3

	
	Reserved
	All others
	

	Directive Send
	Release Identifier
	01h
	Section 9.3.2.1

	
	Release Resources
	02h
	Section 9.3.2.2

	
	Reserved
	All others
	




Stream identifiers are assigned by the host and may be in the range 0001h to FFFFh. The host may specify a sparse set of stream identifiers (i.e., there is no requirement for the host to use Stream Identifiers in any particular order). 

The host may be accessing a namespace through multiple controllers in the NVM subsystem. The controllers in an NVM subsystem distinguish if the stream identifier has the same meaning for a particular namespace by the Host Identifier. If more than one Host Identifier has the same non-zero value, then that value represents a single host that is accessing the namespace through multiple controllers and the stream identifier is used across controllers to access the same stream on the namespace. If a Host Identifier is zero or has a unique value, then that value represents a unique host that is accessing the namespace and the stream identifier does not have the same meaning for a particular namespace.

The controller(s) recognized by the NVM subsystem as being associated with a specific host and attached to a specific namespace either:
a) utilizes a number of stream resources allocated for exclusive use of that namespace as returned in response to an Allocate Resources operation; or
b) utilizes resources from the NVM subsystem stream resources. 

The value of Namespace Streams Allocated (NSA) indicates how many resources for individual stream identifiers have been allocated for exclusive use of the specified namespace by the associated controllers. This indicates the maximum number of stream identifiers that may be open at any given time in the specified namespace by the associated controllers. To request a different number of resources than are currently allocated for exclusive use by the associated controllers of a specific namespace, all currently allocated resources are first required to be released using the Release Resources operation. There is no mechanism to incrementally increase or decrease the number of allocated resources for a given namespace.

Streams are opened by the controller when the host issues a write command that specifies a stream identifier that is not currently open. While a stream is open the controller maintains context for that stream (e.g., buffers for associated data). The host may determine the streams that are open using the Get Status operation. 

For a namespace that has a non-zero value of Namespace Streams Allocated (NSA), if the host submits a write command specifying a stream identifier not currently in use and stream resources are exhausted, then an arbitrary stream identifier for that namespace is released by the controller to free the stream resources associated with that stream identifier for the new stream. The host may ensure the number of open streams does not exceed the allocated stream resources for the namespace by explicitly releasing stream identifiers as necessary using the Release Identifier operation.

For a namespace that has zero namespace streams allocated, if the host submits a write command specifying a stream identifier not currently in use and:
a) NVM subsystem streams available are exhausted, then an arbitrary stream identifier for an arbitrary namespace that is using NVM subsystem stream resources is released by the NVM subsystem to free the stream resources associated with that stream identifier for the new stream; or
b) all NVM subsystem stream resources have been allocated for exclusive use of specific namespaces, then the write command is treated as a normal write command that does not specify a stream identifier.

The host determines parameters associated with stream resources using the Return Parameters operation. The host may get a list of open stream identifiers using the Get Status operation.

If the Streams Directive becomes disabled, then all stream resources and stream identifiers are released for the affected namespace. If the host issues a Format NVM command or deletes a namespace, then all stream identifiers for all open streams for affected namespaces are released. 

Streams Directive defines the command specific status values specified in Figure 9.3_2.

Figure 9.3_2: Streams Directive – Command Specific Status Values
	Value
	Description

	7Fh
	Stream Resource Allocation Failed: The controller was not able to allocate stream resources for exclusive use of the specified namespace and no NVM subsystem stream resources are available.





9.3.1	Directive Receive 

This section defines operations used with the Directive Receive command for the Streams Directive.

9.3.1.1	Return Parameters (Directive Operation 01h)

The Return Parameter operation returns a data structure that specifies the features and capabilities supported by the Streams Directive, including namespace specific values. The DSPEC field in command Dword 11 is not used for this operation. The data structure returned is defined in Figure 9.3.1.1_1. If an NSID value of FFFFFFFFh is specified then the controller returns the NVM subsystem specific values, may return any namespace specific values that are the same for all namespaces (e.g., SWS), and sets the clears all other namespace specific fields that are not used to zero.


Figure 9.3.1.1_1: Streams Directive Streams – Return Parameters Data Structure
	Bytes
	Description

	
	NVM Subsystem Specific Fields

	1:0
	Max Streams Limit (MSL): This field indicates the maximum number of concurrently open streams that the NVM subsystem supports. This field returns the same value independent of specified namespace.

	3:2
	NVM Subsystem Streams Available (NSSA): This field indicates the number of NVM subsystem stream resources available. These are the stream resources that are not allocated for the exclusive use of any specific namespace. This field returns the same value independent of specified namespace.

	5:4
	NVM Subsystem Streams Open (NSSO): This field indicates the number of open streams in the NVM subsystem that are not associated with a namespace with allocated stream resources. This field returns the same value independent of specified namespace.

	15:6
	Reserved

	
	Namespace Specific Fields

	19:16
	Stream Write Size (SWS): This field indicates the alignment and size of the optimal stream write as a number of logical blocks for this namespace. The size indicated should be less than or equal to Maximum Data Transfer Size (MDTS) that is specified in units of minimum memory page size. SWS may change if the namespace is reformatted with a different LBA format. If the NSID value is set to FFFFFFFFh then this field may be cleared to 0h if a single logical block size cannot be indicated.

	21:20
	Stream Granularity Size (SGS): This field indicates the stream granularity size for this namespace in Stream Write Size (SWS) units. If the NSID value is set to FFFFFFFFh then this field may be cleared to 0h.

	23:22
	Namespace Streams Allocated (NSA): This field indicates the number of stream resources allocated for exclusive use with this namespace. TIf this value is non-zero, then the namespace may have up to NSA number of concurrently open streams. TIf this field is cleared to zero, then if no stream resources are currently allocated to this namespace and the namespace may have up to NSSA number of concurrently open streams. 

	25:24
	Namespace Streams Open (NSO): This field indicates the number of open streams in the namespace. This field is cleared to zero if no stream resources are currently allocated to this namespace.

	31:26
	Reserved




9.3.1.2	Get Status (Directive Operation 02h)

The Get Status operation returns information about the status of currently open streams for the specified namespace. The DSPEC field in command Dword 11 is not used for this operation. If an NSID value of FFFFFFFFh is specified then the controller shall return information about the status of currently open streams for the NVM subsystem that are not associated with any namespace that has allocated stream resources for its exclusive use. 

Stream Identifier 1 (i.e., returned at offset 03:02) contains the value of the open stream of lowest numerical value. Each subsequent field contains the value of the next numerically greater stream identifier of an open stream.

The data structure returned is defined in Figure 9.3.1.2_1. All fields are specific to the namespace specified. 

Figure 9.3.1.2_1: Streams Directive Streams – Get Status Data Structure
	Bytes
	Description

	01:00
	Open Stream Count: This field specifies the number of streams that are currently open.

	03:02
	Stream Identifier 1: This field specifies the stream identifier of the first (numerically lowest) open stream.

	05:04
	Stream Identifier 2: This field specifies the stream identifier of the second open stream.

	…
	…

	131071:
131070
	Stream Identifier 65535: This field specifies the stream identifier of the 65535 open stream.





9.3.1.3	Allocate Resources (Directive Operation 03h)

The Allocate Resources operation indicates the number of streams that the host requests for the exclusive use of the specified namespace. The DSPEC field in command Dword 11 is not used for this operation. The operation returns the number of streams allocated in Dword 0 of the completion queue entry. The value allocated may be less than or equal to the number requested. The allocated resources shall be reflected in the Namespace Streams Allocated field of the Return Parameters data structure.

If the controller is unable to allocate any stream resources for the exclusive use of this namespace, the controller shall:
a) return a status value of Stream Resource Allocation Failed; or
b) if NVM subsystem stream resources are available, then set NSA to 0000h in the completion queue entry to indicate that the host may use stream resources from the NVM subsystem for this namespace. 

If the namespace already has been allocated streams resources for its exclusive use, the controller shall return a status value of Invalid Field in Command. To allocate additional streams resources, the host shouldshall release resources and then request a complete set of resources.


Figure 9.3.1.3_1: Allocate Resources – Command Dword 12
	Bit
	Description

	31:16
	Reserved

	15:00
	Namespace Streams Requested (NSR): This field specifies the number of stream resources the host is requesting be allocated for exclusive use by the namespace specified.



[bookmark: _Ref260283548][bookmark: _Toc284946920]Figure 9.3.1.3_2: Allocate Resources – Dword 0 of command completion queue entry
	Bit
	Description

	31:16
	Reserved

	15:00
	Namespace Streams Allocated (NSA): This field indicates the number of streams resources that have beenthe controller allocated for exclusive use by the namespace specified. The allocated resources are available to all controllers associated with that host.





9.3.2	Directive Send 

This section defines operations used with the Directive Send command for the Streams Directive.


9.3.2.1	Release Identifier (Directive Operation 01h)

The Release Identifier operation specifies that a the stream identifier specified in the DSPEC field in command Dword 11 is no longer in use by the host. Specifically, if the host uses the stream identifier in a future operation then it is referring to a different stream. If the specified identifier does not correspond to an open stream for the specified namespace, then the command controller completes successfully the command without error. If there are stream resources allocated for the specified namespace, then the stream resources remain allocated for this namespace, and may be re-used in a subsequent write command. If there are no stream resources allocated for the specified namespace, then the stream resources are returned to the NVM subsystem stream resources for future use by a namespace without allocated stream resources. If an NSID value of FFFFFFFFh is specified, then the controller shall abort the command with a status of Invalid Field in Command.


9.3.2.2	Release Resources (Directive Operation 02h)

The Release Resources operation is used to release all streams resources allocated for the namespace attached to all controllers associated with the same non-zero Host Identifier of the controller that processed the operation. On successful completion of this command, the allocated stream resources are cleared to 0h for the specified namespace. If this command is issued when no streams resources are allocated for the namespace, the command shall complete successfully.
[bookmark: _Toc284946967]Modify a portion of Figure 196 (Write – Command Dword 12) as shown below:

	Bit
	Description

	31
	Limited Retry (LR): If set to ‘1’, the controller should apply limited retry efforts.   If cleared to ‘0’, the controller should apply all available error recovery means to write the data to the NVM.

	30
	Force Unit Access (FUA): This field indicates that the data shall be written to non-volatile media before indicating command completion.  There is no implied ordering with other commands.

	29:26
	Protection Information Field (PRINFO): Specifies the protection information action and check field, as defined in Error! Reference source not found..

	25:16
25:24
	Reserved

	23:20
	Directive Type (DTYPE): Specifies the Directive Type associated with the Directive Specific field (refer to section 9.1).

	19:16
	Reserved

	15:00
	Number of Logical Blocks (NLB): This field indicates the number of logical blocks to be written.  This is a 0’s based value.


Modify a portion of Figure 197 (Write – Command Dword 13) as shown below:
	Bit
	Description

	31:08
31:16
	Directive Specific (DSPEC): Specifies the Directive Specific value associated with the Directive Type field (refer to section 9.1).

	15:08
	Reserved

	07:00
	Dataset Management (DSM): This field indicates attributes for the dataset that the LBA(s) being read are associated with.

	Bits
	Attribute
	Definition

	07
	Incompressible
	If set to ‘1’, then data is not compressible for the logical blocks indicated.  If cleared to ‘0’, then no information on compression is provided.

	06
	Sequential Request
	If set to ‘1’, then this command is part of a sequential write that includes multiple Write commands.  If cleared to ‘0’, then no information on sequential access is provided.

	05:04
	Access Latency
	
	Value
	Definition

	00b
	None. No latency information provided.

	01b
	Idle.  Longer latency acceptable.

	10b
	Normal. Typical latency.

	11b
	Low.  Smallest possible latency.




	03:00
	Access Frequency
	
	Value
	Definition

	0000b
	No frequency information provided.

	0001b
	Typical number of reads and writes expected for this LBA range.

	0010b
	Infrequent writes and infrequent reads to the LBA range indicated.

	0011b
	Infrequent writes and frequent reads to the LBA range indicated.

	0100b
	Frequent writes and infrequent reads to the LBA range indicated.

	0101b
	Frequent writes and frequent reads to the LBA range indicated.

	0110b
	One time write.  E.g. command is due to virus scan, backup, file copy, or archive.

	0111b – 1111b
	Reserved
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